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Abstract — WSNs carries great potential in research and has colossal impact on emerging field of data communication networks, artificial intelligence and information technology. They are used in several critical applications like remote patient monitoring system, military surveillance, radiation monitoring, smart agriculture, fire detection etc., where decision making process has high dependency on the quality of data acquired from WSN. However, the raw data collected from sensors is highly vulnerable to noise while unusual real-time events can be easily subject to malicious attacks. To resolve this, the node central to the system must implement outlier detection algorithms for smooth system progress. Data classification becomes mandatory to prevent illogical behavior of the system so that techniques like data mining and machine learning can play key role in WSN improvements. It is necessary to examine data for outliers before analyzing and making decisions, thus outlier detection provides a shielding mechanism for WSNs against erroneous data which leads to fallacious operations. In this paper, we present a review on basic outlier detection techniques in WSNs. The survey can help to evaluate different techniques and can offer suggestions for future research.
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I. INTRODUCTION

The fundamental concept of WSN (Wireless Sensor Network) is that it is an integrated network of sensor nodes and is widespread over vast area, with one or more dominant sink nodes that gather data from other sensor nodes and then route the collected data to the client. The sensor nodes possess the ability to sense; manipulate raw data to extract meaningful information and transmit data through wireless communication. Each node has four parts.

- A variety of sensors (temperature, humidity and pressure etc.)
- A microcontroller to process and store the sensor output
- A wireless transceiver to transmit and receive the sensed data
- A power source

WSN can be advantageous in scenarios that combine
- Harsh environment (for e.g. battle field, nuclear plant)
- Health Monitoring
- Air pollution Monitoring
- Large area (for e.g. agricultural field, forest)

- Event detection (intrusion )
- Short sensor range (temperature, smoke detection etc.)
- High temporal and spatial variability

WSNs have become an imperative basis for such critical applications and are major source of data gathering. In many of these applications real time data mining of sensor data is essential to make intelligent decisions with the elimination of outliers with the implication of outlier detection techniques. Anomaly detection and deviation detection are other names for outlier detection and it constitutes a fundamental part of operational data mining along with analysis of co-occurrence of outliers and predictive modelling [1].

Statistics, data mining, machine leaning, information theory, and spectral decomposition carries great potential for research on outliers [2].

The common characteristic of outlier detection is that it employs spatio-temporal correlations among sensor data of neighboring nodes to distinguish between events and errors.

The major problems accompanied with the deployment of WSNs can be improved with the implementation of outlier detection techniques. Some of the problems are as follows:

A. Unreliable Data
Data generated by WSNs are often erratic and inaccurate due to limited resources and capabilities (such as battery power, storage memory, computational capacity and communication bandwidth) [3]. In addition the environmental factors that may result in outliers (erroneous data) are also unavoidable. Furthermore anomalous data results due to some security breaches which are a threat to data security policies. Noise and errors may affect the quality of data set and it may contain missing values, duplicate data, inconsistent values etc. Therefore it becomes prerequisite to ensure the reliability of sensed data before proceeding to the decision making process and the need for detection of outliers becomes evident.

B. Energy Utilization
Energy consumption is an important issue in WSNs. There are two types of energy consumption in WSNs. Energy Consumption due to useful sources and due to wasteful sources [4].

Useful Energy consumption can be due to
- Transmitting and receiving data
- Receiving and processing request queries from other neighboring nodes
- Forwarding request queries to other neighboring nodes

Wasteful Energy consumption can be due to
- Retransmitting data due to packet collisions
- Idle Listening
To reduce energy consumption and to improve network stability, clustering based approach found to be an effective technique [5] in which it is supposed that the normal objects or regular data belong to dense and outsized clusters, while outliers form very small clusters.

What are Outliers?
The values that vary significantly from majority of data set and fall outside the overall trend of the data set are commonly known as outliers. One of the classical characterizations of outliers is that an outlier is an observation, which differs so much from other observations as to arouse suspicions that it was generated by a different mechanism [6].

In WSNs, outliers can be defined as measurements that significantly diverge from the normal pattern of sensed data [7]. The sensors in WSN monitor the physical world and the data generated exhibit a normal behavior which forms the basis of the above definition. The deviation from normal behavior indicates the presence of outliers in dataset that can dramatically affect the process of data analysis.

Therefore it is quite important to develop an appropriate outlier detection technique with less communication and storage overhead.

II. CLASSIFICATION OF OUTLIERS

There can be different sources of outliers in dataset. If the outlier is an erroneous or noisy data, then it must be eliminated in order to ensure accurate and highly reliable data and conserve energy by reducing communication overhead. However, if the outlier is due to some event (for e.g. fire detection, chemical spills etc.) then removing outliers will result in information loss that may cost undesirable penalty. Therefore we may say the classification of outliers as either erroneous data or due to some real world event. Hence, outlier detection is an important research area that needs to be investigated in depth.

Different approaches are used by researchers for distinguishing anomalies:

- Centralized Approach
- Distributed Approach

In Centralized Approach, both clustering and outlier detection algorithm is performed at sink node. The data from source node is transmitted to the sink node through intermediate nodes so that it can be processed and analyzed. This approach can incur a large communication overhead if the sink node is far away from the source node and it may also result in network congestion. Additionally, the sink node will take a long time to resolve the anomalies. In Network or Distributed Approach, each sensor node performs a clustering algorithm to produce clusters. The outlier detection is performed at the gateway node [8].

It is evident that network/distributed approach is better than centralized approach, as it reduces the communication overhead thus saving energy and increasing network lifetime.

III. DIFFERENT OUTLIER DETECTION TECHNIQUES FOR WSNS

There are different techniques employed for outlier detection worldwide. On the basis of methodology, these techniques are categorized as follows:

A. Nearest Neighbor Based Technique

Nearest Neighborhood is one of the most commonly used approaches in data mining and machine learning for detection of outliers. It uses distance as a similarity measure between two data instances. In case of univariate data Euclidean Distance is used whereas continuous multivariate data are handled by Mahalanobis Distance Metric.

Some of the nearest neighbor techniques considered in our survey are presented below:

Reference [9] proposes that global outliers in sensor networks can be identified on the criteria of distance similarity. Set of characteristic data is exchanged between the neighboring nodes and each node performs distance similarity algorithm to identify outliers in the vicinity and then broadcasts the outliers to neighboring nodes for verification. The procedure is repeated by the neighboring nodes until all the sensor nodes in the WSN eventually approve the existence of global outliers. Multiple existing distance-based outlier detection techniques facilitate the flexibility of the proposed technique. In this technique, no particular network configuration is supposed to be adopted so every node in the network uses broadcast mode to communicate with other nodes in the network, which causes communication overhead within the network. Thus, it does not scale well and does not provide flexibility to form large-scale networks.

Paper [10] presents a distinct case of k-NN graph that is Mutual k Nearest Neighbor (Mk-NN). If k-NN directed graph has bidirectional edge both from vertices \( v_i \) to \( v_j \) and from \( v_j \) to \( v_i \), as shown in Fig.1 then these vertices are mutually linked together and the connected vertices form clusters in the data set while the connected components with unidirectional edge from a vertex to the other is defined an outlier. Outliers that exist too close to inliers or regular readings can be misclassified which is the underlying possible problem with this approach.

![Mk-NN directed graph](image)

A. Statistical Based Technique

One of the earliest techniques that were used for outlier detection is Statistical Based Technique. This technique is
based on a model with respect to which data patterns are evaluated. If the data point is least likely to be produced by the reference model, based on distance measure, the data point is supposed to be an outlier. In short, an anomaly exists if any deviance from reference model is observed in the data set. In short, an anomaly exists if any deviance from reference model is observed in the data set. On the basis of probability distribution model built there are two types of Statistical Based Techniques which are as follows:

1) **Parametric Based Approaches**

   In Parametric techniques, the reference model is built against the known data set distribution. The reference model then uses different parameters to evaluate the estimation of distribution parameters in the data set. Based on the type of distribution used, parametric approach is further classified into Gaussian Based models and Non Gaussian Based models.

2) **Non Parametric Based Approaches**

   In Non Parametric Approach data distribution is not known. It measures the distance between the data instance (that is being tested) and reference model and uses some threshold value on the distance measured, to determine whether the tested data instance is an outlier or a normal value. Non Parametric is further classified into Histogramming and Kernel Functions.

**B. Classification Based Techniques**

In this approach a training data set is used to learn a model (classifier), the model is then used to classify the unseen instances of data set under test. Fig.2 shows that classification based outlier detection technique usually operates in two phases as follows:

a) **Training**

   This phase acquires a classifier model by making use of available training data.

b) **Testing**

   This phase uses the learned model, classifies the unseen test data as either outlier or normal value.

There are two main categories in classification based techniques are as follows:

1) **One Class**

   This assumes that a single discriminative boundary lies between normal data values and outliers. The data value is declared as outlier when it does not fall within the boundary of normal instances of data. Fig.3 depicts One Class classification of outliers.

![Fig. 3 One Class Representation of Outliers](image)

2) **Multi Class**

   This assumes that there are multiple classes to which the normal values may belong. The data value that does not belong to any of the normal class is declared as an outlier. Fig.4 depicts multi class classification of outliers. The existing classification based outlier detection techniques are further classified into Bayesian Network based approach and Support Vector Machines approach.

![Fig. 4 Multi Class Representation of Outliers](image)

a) **Bayesian Network Based Approaches**

   This technique uses a Probabilistic graph model to represent a probabilistic relationship between random variables such as disease and symptoms. Using the symptoms, the technique can be used to evaluate the probabilities of different disease. The approach involves three main phases. In the first phase, learning of model is achieved using a training
data set. In the second phase testing is performed and in the third phase logical conclusions are derived and the results obtained are used for inference.

An idea of context aware sensors based on Bayesian model is proposed [11]. The technique is used for discovering outliers, detecting faulty sensor nodes, handling and approximating missing values and in network sampling. It exploits the spatiotemporal relation that exists among the sensor nodes in WSN by predicting the sensor’s current reading on the basis of its own past readings and the readings of the sensors that are its neighbors. This spatial and temporal relation is termed as Contextual Information (CI). By using the Naïve Bayes method for classification, we can figure out whether the reading belongs to a class or not. If the reading falls outside the class it is acknowledged as an outlier. The technique does not require any specified threshold or reference model like in previous techniques. However it does not cover multi-dimensional data and is strictly restricted to one dimensional data. Furthermore, the conditional dependencies among the attributes are not considered by the Naïve Bayes networks.

In paper [12], Bayesian Belief Network (BBN) that covers the conditional dependencies among the observation of sensor attributes is proposed. The entire process is distributed in three phases constructing BBN, learning from BBN and inferring from BBN. The BBN is trained to capture the spatiotemporal relation among the sensor nodes and the conditional dependency that exist between the attributes of sensor nodes. The parameters that are to be learned by BBN are sensors’ current reading, previous reading of the same sensor and neighbor readings. As compared to Naïve Bayesian Network, the Bayesian Belief Network provides more accuracy as it considers the conditional probability dependency as well.

Furthermore it is not restricted to one dimensional data but also covers multivariate data. However the accuracy of the technique may be affected if network topology changes over time.

b) Support Vector Machines
Support Vector Machines use supervised learning algorithms for data analysis and pattern recognition used in classification. The technique separates data points that belong to different classes by a hyper plane. Larger the distance of the hyperplane to the nearest data point, lesser will be the generalization error and more optimal will be the hyperplane. In paper [13], a SVM based distributed approach for detecting outliers in WSNs is proposed. This approach uses a one class quarter sphere SVM technique to detect anomalous data locally at each node. Outliers are considered to be the data values that lie outside the quarter sphere. Each node sends its radius information to its parent node; the parent node combines the children radii information with its own local radius information and compute global radius. The parent node then forwards the global radius to the children nodes which are instructed to relate their data values with the global radius and classify them as globally anomalous or normal.

IV. LIMITATIONS OF EXISTING OUTLIER DETECTION TECHNIQUES

- The techniques discussed above works only for static WSNs and not for dynamic WSNs.
- Most of the techniques do not take into account multivariate sensor data.
- Little work is done to handle online streaming datasets.
- There exists a need to design algorithms to distinguish between real-time events and outliers.
- Majority of the techniques do not contemplate the dependency that exists amongst the sensor attributes and neighboring sensor nodes.

V. LOCALIZATION AND OUTLIERS IN WSNS

Localization is one of the most critical research topics in wireless sensor networks (WSNs) nowadays. In many applications, it is necessary to record location information of nodes to perform cluster analysis. In localization process, the location information of all nodes is collected as primary data. However, these data entries may contain outliers that deviate from their true values of position. Thus, there arises a need to detect and handle outliers in order to achieve high localization accuracy. Network functionalities such as geographic routing and data centric storage can be analyzed by location estimation [14].

A direct solution for localization of sensor nodes in a WSN is to install global positioning systems (GPSs) in every sensor node [15]. However, installing GPS in every sensor node is impractical as it is not cost effective and the power requirement is also very high [16, 17, 18]. In recent years, a number of localization algorithms have been proposed to reduce or remove the dependence on GPS in WSNs [19]. The main idea in most localization algorithms is that a few nodes called anchors. These anchor nodes are aware of their locations (by GPS receivers or manual configuration) transmit beacons with their coordinates to help the rest nodes called unknown nodes discover their locations [16, 19]. As mentioned before, the primary data used by localization process is the position information and thus the distances between neighboring nodes is computed with this available data. However, these primary data may contain outliers that strongly deviate from their true values, which include both the outlier distances and the outlier anchors [20].
Table I Comparative Analysis between Outlier Detection Techniques

<table>
<thead>
<tr>
<th>Techniques</th>
<th>Sensor Data</th>
<th>Type of Outlier</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Attribute</td>
<td>Global</td>
</tr>
<tr>
<td></td>
<td>Univariate</td>
<td>Multivariate</td>
</tr>
<tr>
<td></td>
<td>data</td>
<td>data</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Nearest Neighbor Based Technique

<table>
<thead>
<tr>
<th>Techniques</th>
<th>Sensor Data</th>
<th>Type of Outlier</th>
</tr>
</thead>
<tbody>
<tr>
<td>Branch et al. [10]</td>
<td>√</td>
<td></td>
</tr>
<tr>
<td>Hautamaki[11]</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

Statistical Based Technique

1) Bayesian Network Based Approaches

<table>
<thead>
<tr>
<th>Techniques</th>
<th>Sensor Data</th>
<th>Type of Outlier</th>
</tr>
</thead>
<tbody>
<tr>
<td>Eiman Elnahrawy [12]</td>
<td>√</td>
<td></td>
</tr>
<tr>
<td>Janakiram[13]</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

2) Support Vector Machines

<table>
<thead>
<tr>
<th>Techniques</th>
<th>Sensor Data</th>
<th>Type of Outlier</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rajasegarar[14]</td>
<td>√</td>
<td></td>
</tr>
</tbody>
</table>

A. Distance Outlier

In WSNs localization research field, the distances between neighboring nodes are accurately measured which are used to derive node locations accordingly. Typical distance-measuring techniques or ranging techniques include TOA, TDoA and RSS. However, among these distance measurements, there inevitably exist outlier distance whose distance measurement error (the difference between the true distance and the measured distance) is abnormally large [21]. Generally, the probable sources of outlier distances are as following:

1) Environmental factors: TOA may generate outlier distances with strongly enlarged estimates due to non-line-of-sight propagation. RSS is sensitive to channel noise, reflection, and interference, all of which have significant impacts on signal amplitude. The irregularity of signal attenuation remarkably increases, especially in complex indoor environments.

2) Hardware malfunction: When encountering ranging hardware malfunction distance measurements will be meaningless. In addition, incorrect hardware calibration and configuration also worsen ranging accuracy. For example, the inaccuracy of clock synchronization results in ranging errors for TDoA, and RSS suffers from transmitter, receiver, and antenna variability.

3) Malicious attacks: When a WSN is deployed in hostile environments; the localization process is becoming the target of adversary attacks. By reporting fake location or ranging results, an attacker, for example a compromised (malicious) node, can completely distort the coordinate system [21-22].

CONCLUSION

In this paper, a survey of existing outlier detection techniques in WSNs is presented. Furthermore shortcomings of the current techniques are discussed. We offer our survey to compare the techniques so as to assist researchers to make better choices. The future research directions of outlier detection techniques for wireless sensor networks localization possibly are as following:

1) It is necessary to design new outlier detection algorithms for localization in WSNs as general.
2) Detecting anchor outliers should be taken into account. More work must be done on distinguishing between anchor outliers and distance outliers. Also new techniques to detect anchor outliers must be developed.
3) Researches should propose new algorithms to detect outliers in localization algorithms for mobile sensor networks.
4) We can investigate the applicability of Artificial Intelligence (AI) techniques for outlier detection localization in WSNs.
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